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We present the results of a molecular dynamics computer simulation study in which we investigate
whether a supercooled Lennard-Jones liquid exhibits dynamical heterogeneities. We evaluate the non-
Gaussian parameter for the self part of the van Hove correlation function and use it to identify “mobile”
particles. We find that these particles form clusters whose sizes grow with decreasing temperature. We
also find that the relaxation time of the mobile particles is significantly shorter than that of the average
particle, and that this difference increases with decreasing temperature. [S0031-9007(97)04184-7]

PACS numbers: 61.43.Fs, 02.70.Ns, 61.20.Lc, 64.70.Pf
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An outstanding problem in the dynamics of supercoole
liquids is to understand why they exhibit nonexponentia
relaxation of time correlation functions [1]. Two limiting
microscopic scenarios have been proposed to explain t
behavior [2]. In the so-called “homogeneous” scenari
all the particles relax identically by an intrinsically nonex
ponential statistical process, while in the “heterogeneou
case the nonexponential relaxation is due to a superpo
tion of individual exponential contributions with different
relaxation rates.

Recent NMR experiments [3], followed by optical spec
troscopy, forced Rayleigh scattering, and further NMR ex
periments [4] has given evidence that, in the supercool
liquids studied, the relaxation is not homogeneous. How
ever, these experiments are neither able to determine
microscopic mechanism that is responsible for these h
erogeneities nor to measure their properties, such as th
size or shape [5]. Moreover, nodirect evidence of the
spatial correlations which might be expected to arise b
tween particles or regions with similar mobility has as ye
been reported.

Dynamical heterogeneities have also been observed
computer simulations [6]. However, these simulation
were restricted to two dimensions and because it mig
be expected that the dynamics of particles in two an
three dimensions is significantly different, it is not clea
whether the dynamical heterogeneities observed in the
simulations have a counterpart in three dimensions. B
analyzing the trajectories of monomers in a Monte Car
simulation of a dense polymer melt (d  3), Heuer
and Okun [7] showed that in this system dynamica
heterogeneities occur on short length scales, but the nat
of the heterogeneities was not explored in detail. Thu
despite the experimental evidence for the existence
dynamical heterogeneities, their microscopic propertie
are unknown and phenomenological models are used
interpret experimental results [8]. In this Letter, we
study a simple, glass-forming liquid to investigate whethe
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dynamical heterogeneities can be observed in a 3D sys
and, if so, to determine their properties.

We perform extensive simulations of a binary (80:20
mixture of 8000 Lennard-Jones particles consisting
two species of particles,A and B. The interaction
between two particles of typea, b [ hA, Bj is given
by Vabsrd  4eabfssabyrd12 2 ssabyrd6g with eAA 
1.0, sAA  1.0, eAB  1.5, sAB  0.8, eBB  0.5, and
sBB  0.88, with a cutoff radius of 2.5sab . Note
that the AB interaction is stronger than both theAA
and BB interactions, a fact which will be important in
the subsequent discussion of the results. We report
quantities in reduced units, that is, length in units ofsAA,
temperatureT in units of eAAykB, and timet in units ofq

s
2
AAmyeAA, wherem is the mass of either anA or B

particle. We study the system at ten different values ofT
ranging between 0.550 and 0.451. At each temperatu
the system was equilibrated for a time longer than t
typical (primary) relaxation time of the system befor
evaluating the quantities presented below. At the lowe
T , quantities were evaluated for over4 3 106 time steps.
All simulations were carried out in the microcanonica
ensemble.

The dynamics of this model has been characteriz
in detail in previous simulations performed at differen
temperatures and at constant density [9]. In particular
was found that at lowT the dynamics is described well by
the mode-coupling theory [10] with a critical temperatur
Tc ø 0.435 and a critical pressurePc ø 3.03. Thus in
the vicinity of the point sTc, Pcd the relaxation of the
system is very slow and the diffusion constants are sm
In the present work we approach the state pointsTc, Pcd
via a different path than that used in Ref. [9], on a straig
line in theT-P plane along which density increases wit
decreasingT [11].

To detect the presence of dynamical heterogeneiti
we investigate the time dependence of the self p
Gssr , td of the van Hove correlation function [12] for
© 1997 The American Physical Society 2827
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the A particles, wherer is the distance traveled by a
particle in a timet. To a first approximationGssr, td
has a Gaussian form but deviations from this form a
intermediate times have been observed in simulatio
of glass forming liquids [9,13,14] and are thought to
reflect the presence of dynamical heterogeneities [15
Such deviations can be characterized by the non-Gauss
parametera2std  3kr4stdly5kr2stdl2 2 1 [16]. Figure 1
shows the time dependence ofa2 for the A particles at
three different temperatures. We find that (i) on the tim
scale at which the motion of the particles is ballistic,a2 is
zero; (ii) upon entering the time scale of theb relaxation,
a2 starts to increase; and (iii) on the time scale of th
a relaxation,a2 decreases to its long time limit, zero.
We observe that the maximum value ofa2 increases with
decreasingT , which is evidence that the dynamics o
the liquid becomes more heterogeneous with decreas
T . Furthermore, we find that the timetp at which this
maximum is attained also increases with decreasingT .

To determine the reason for the strong increase ofa2 in
theb-relaxation regime, we compareGssr, td with the dis-
tribution that is obtained from the Gaussian approximatio
that is, by assuming thatGssr, td is given byGg

s sr , td 
f3y2pkr2stdlg3y2 expf23r2y2kr2stdlg, wherekr2stdl is the
mean squared displacement of the particles. In Fig. 2 w
showfGssr, td 2 Gg

s sr , tdgyGg
s sr , td for t  tp, wheretp de-

pends onT (see Fig. 1). For small and intermediate value
of r (r # 0.6) the relative difference betweenGg

s andGs

is less than a factor of 3. However, for largerr, Gg
s un-

derestimatesGs significantly. The discrepancy increase
strongly with decreasingT in that the normalized differ-
ence becomes as large as108 at the lowestT (see Fig. 2
inset). Thus we find that in the supercooled liquid ther
is a significant number of particles that have moved fa
ther than would be expected from the Gaussian appro
mation, in agreement with the results of Ref. [13]. W
definerp as the larger of the two values ofr for which

FIG. 1. Non-Guassian parametera2 versus timet for T 
0.550, T  0.480, and T  0.451. The arrows mark the
location of the maximum, that is, oftp.
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Gssrp, tpd  Gg
s srp, tpd; that is, rp is the value ofr at

which the normalized difference starts to become posit
and very large (see Fig. 2).We thereby define “mobile
particles” as A particles that have moved farther than
distancerp within a timetp. With this definition, the to-
tal number of mobile particles at anyT studied is a few
hundred (out of 6400A particles), and thus constitute ap
proximately 5% of the system. We note that the resu
presented below concerning the properties of the mob
particles are relatively insensitive to the details of th
definition.

Snapshots of the configuration of the mobile particl
show that these particles tend to form clusters; that
they are not randomly distributed throughout the syste
The spatial correlation between mobile particles is sho
in Fig. 3, where we compare (cf. inset)gAmAmsrd and
gAAsrd, the radial distribution functions for the mobile
particles and for the bulk, respectively. (In the following
“bulk” refers to all of theA particles.) We find that
at short and intermediate distances (r # 4) the mobile
particles are more strongly correlated than the bulk. Th
is demonstrated more clearly by computing the ra
gAmAmsrdygAAsrd, which is shown in Fig. 3 for three
different T . From this figure we see that with decreasin
T the relative correlation between the mobile particl
increases. The relative height of the first nearest neigh
peak (r ø 1) increases quickly and the ratio decays mo
slowly as a function ofr if T is decreased. At the
lowest T , the size of the cluster is on the order of 3
4sAA [17]. If we assume a molecule of diameter 0.4
0.5 nm, we find that the clusters have a size of abo
1 nm, which is in rough agreement with experiment
expectations [4,5]. We note that at small wave vecto
the partial structure factors for the bulk do not show a
indication of the presence of these clusters. Thus it
perhaps not surprising that no evidence for the prese

FIG. 2. fGssr , td 2 Gg
s sr , tdgyGg

s sr , td versusr for t  tp for
T  0.550, T  0.480, andT  0.451. The arrow marks the
location of rp for T  0.451. Inset: the same quantity on a
logarithmic scale.
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FIG. 3. Inset: radial distribution functiongAmAmsrd andgAAsrd
for the mobile and bulk particles, respectively, forT  0.451.
Main figure: Ratio betweengAmAmsrd and gAAsrd for T 
0.550, T  0.480, andT  0.451.

of such clusters was found from the structure facto
measured in the neutron scattering experiments of Lehe
et al. [18].

What is the effect of these clusters of mobile particle
on the bulk relaxation dynamics? To explore this questi
we compute the incoherent intermediate scattering funct
FsAmd

s sq, td for the mobile particles and compare it with tha
for the bulk particles,FsAd

s . These correlation functions,
shown in Fig. 4 for threeT , are calculated at a wave
vector q  7.2, which coincides with the location of the
main peak in the structure factor [9]. From this figur
we see thatFsAmd

s decays faster thanFsAd
s and that the

ratio between the relaxation time of the two autocorrelatio
functions increases with decreasing temperature. (T

FIG. 4. The incoherent intermediate scattering function f
the mobile (bold lines) and the bulk particles (thin lines) fo
T  0.550 (dashed line),T  0.480 (solid line), and T 
0.451 (dash-dotted line). Bold dotted line: ProbabilityP that
a particle which is mobile at time zero is also mobile at timet
for T  0.451.
rs
ny

s
on
ion
t

e

n
he

or
r

relaxation time could, for example, be defined as the tim
it takes a correlation function to decay toe21 of its initial
value.) This ratio is approximately 3 for the highestT and
approximately 10 for the lowestT . It is not unreasonable
to extrapolate that at temperatures close toTg the ratio
between the relaxation times become as large as102 104,
similar to values reported from experiments [3,4,8]. It
also interesting to note that thea-relaxation time ofFsAmd

s
is on the order of the end of theb relaxation of the bulk.
This suggests that the relaxation of these clusters migh
related to theb relaxation of the bulk.

Also shown in Fig. 4 is the probabilityPstd that a
particle which was mobile at time zero is still mobil
at time t, at the lowestT investigated (bold dotted
curve). We definePstd by kfNstd 2 Ns0d2yNAgyfNs0d 2

Ns0d2yNAgl, whereNA is the total number ofA particles
and Nstd is the number of particles that were mobil
at time t  0 and still mobile at timet. A related
correlation function for the least mobile particles has be
measured in experiments [3,4]. We see thatP decays
on the time scale of the intermediate scattering functi
of the mobile particles, demonstrating that the lifetim
of a cluster is of the order of the relaxation time o
the particles which constitute the cluster. However, t
lifetime is significantly shorter than thea-relaxation time
of the bulk. More details on the dynamics of the particle
within the clusters will be given elsewhere [17].

We find that the existence of clusters of mobile particl
is related to small, local equilibrium fluctuations in
composition [19]. At allT , the pair correlation function
gAmBsrd between theB particles and the mobile particles
is smaller than the bulk quantitygABsrd for r # 3.
Thus mobile particles have fewerB particles in their
vicinity than do genericA’s. Because in this system
the attractive interaction betweenA and B particles is
stronger than either theAA or BB interaction, the presence
of a B between twoA’s lowers the potential energy,
giving rise to an effective attraction between theA’s.
A particles in aB-rich region can thus be expected t
have a reduced mobility.A particles in aB-poor region,
however, will have a reduced effective attraction betwe
them, resulting in a higher mobility [20].

Via this mechanism we expect that this sort of dynam
cal heterogeneity will occur in other fragile glass-formin
systems, since local equilibrium fluctuations arising in th
arrangements (packing) of the molecules will always
present [21]. Energetically favorable packings will reduc
the local mobility, while less favorable packings will en
hance the local mobility. Such correlations have also be
observed in recent spin-glass simulations [22].

In summary, we have established for the first time t
existence of spatially correlated dynamical heterogeneit
in a three dimensional simple glass former and char
terized some of their properties. Our simulations su
gest that experiments which focus only on quantities li
the structure factor will be hard-pressed to observe th
2829
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heterogeneities. Our findings also raise many questio
for example, does this type of dynamical heterogeneity e
ist also in other glass formers? Are these heterogeneit
related to the localized modes found in glasses at lo
temperatures [23]? How are these features related to
relaxation processes predicted by the mode-coupling th
ory? Investigation of these questions promises to lead t
better understanding of the dynamics of glass formers fro
the supercooled liquid state down to the low temperatu
glass.
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